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The problem with negative weights arises from the fact that Dijkstra’s algorithm 
assumes that once a node is added to the set of visited nodes, its distance is finalized 
and will not change. However, in the presence of negative weights, this assumption 
can lead to incorrect results.
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Bellman Ford
Negative Weights ✅

Detect negative cycles ✅

Once a vertex's minimum distance from the starting vertex is determined, the algorithm never 
reconsiders or backtracks this decision. Dijkstra "greedily" commits to this path as part of the 
shortest path, even if a shorter path could possibly be found by considering a longer path initially.



Relaxing an edge

In the context of graph algorithms, particularly in algorithms like Bellman-Ford for 
finding the shortest path, to "relax" an edge means to check if the current known 
distance to reach one endpoint of the edge is greater than the distance to reach 
the other endpoint of the edge plus the edge's weight. If it is, then the current 
known distance is updated to this smaller value. Essentially, relaxing an edge 
means to update the shortest path estimate if a better path is found.



Key Idea

For the graph having N vertices, all the edges should be relaxed N-1 times to 
compute the single source shortest path.

Negative cycle detection:

In order to detect whether a negative cycle exists or not, relax all the edge one 
more time and if the shortest distance for any node reduces then we can say that 
a negative cycle exists. If we relax the edges N times, and there is any change in 
the shortest distance of any node between the N-1th and Nth relaxation than a 
negative cycle exists, otherwise not exist.



Why N-1?



Why N-1?

In a graph, a path is a sequence of edges which connects a sequence of vertices. A 
simple path is a path that does not include any vertex more than once, except possibly 
the first and last vertices if the path forms a cycle. Since a graph with N vertices has N 
distinct points, the longest simple path that can exist without revisiting any vertex 
(thereby not forming a closed loop) is one that visits each vertex exactly once. 

This path would have N−1 edges, as each edge connects two vertices.

Relaxing edges N-1 times in the Bellman-Ford algorithm guarantees that the algorithm 
has explored all possible paths of length up to N-1, which is the maximum possible 
length of a shortest path in a graph with N vertices.

The reduction of distance during the N’th relaxation indicates revisiting a vertex– 
detecting negative cycles!










